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Problem: A food truck introduces cheese-steaks to its menu. The owner tries different prices to see what the market is like. The following chart represents five weeks of sales:

| Week | Price | Total sales |
| :--- | :---: | :---: |
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Our data points are (price, sales).
Set up a chart:
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and our best approximating line is:

$$
y=-70.4 x+355.2
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So our estimate for sales at $\$ 3.60$ is $-70.4(3.60)+355.2=101.76$.
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## Stochastic Matrices

Problem: In 1960 40\% of women on planet X wore hats. Use the answer to the previous problem to predict the percentage of women wearing hats in each of the next two generations.

## Stochastic Matrices

Problem: In 1960 40\% of women on planet X wore hats. Use the answer to the previous problem to predict the percentage of women wearing hats in each of the next two generations.

In general if there are $r$ states the we let $\left[\begin{array}{c}p_{1} \\ p_{2} \\ \ldots \\ p_{r}\end{array}\right]_{0}$ and $\left[\begin{array}{c}p_{1} \\ p_{2} \\ \ldots \\ p_{r}\end{array}\right]_{n}$ be the initial distribution and the distribution at the $n$th step.

Problem: In 1960 40\% of women on planet X wore hats. Use the answer to the previous problem to predict the percentage of women wearing hats in each of the next two generations.

In general if there are $r$ states the we let $\left[\begin{array}{c}p_{1} \\ p_{2} \\ \ldots \\ p_{r}\end{array}\right]_{0}$ and $\left[\begin{array}{c}p_{1} \\ p_{2} \\ \ldots \\ p_{r}\end{array}\right]_{n}$ be the initial distribution and the distribution at the $n$th step. If $A$ is the transition matrix then we see (check it out for our problem):

$$
A\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{n}=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{n+1}
$$

## Stochastic Matrices

$$
A\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{1},
$$

## Stochastic Matrices

$$
A\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{1}, \quad A\left(A\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}\right)=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{2} .
$$

## Stochastic Matrices

$$
\begin{gathered}
A\left[\begin{array}{l}
p_{1} \\
p_{2} \\
\cdots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{l}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{1}, \quad A\left(A\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}\right)=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{2} \\
A^{2}\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\cdots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\cdots \\
p_{r}
\end{array}\right]_{2} .
\end{gathered}
$$

## Stochastic Matrices

$$
\begin{gathered}
A\left[\begin{array}{l}
p_{1} \\
p_{2} \\
\cdots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{l}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{1}, \quad A\left(A\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}\right)=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{2} . \\
A^{2}\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\cdots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\cdots \\
p_{r}
\end{array}\right]_{2} .
\end{gathered}
$$

In general.

$$
A^{n}\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{n} .
$$

## Stochastic Matrices

$$
\begin{gathered}
A\left[\begin{array}{l}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{l}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{1}, \quad A\left(A\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}\right)=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{2} . \\
A^{2}\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{2} .
\end{gathered}
$$

In general.

$$
A^{n}\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{0}=\left[\begin{array}{c}
p_{1} \\
p_{2} \\
\ldots \\
p_{r}
\end{array}\right]_{n} .
$$

Note that $A^{n}$ is another Stochastic matrix!
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The interesting question is "What happens in the long run?". The process often settles down.
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If $A$ is a regular stochastic matrix then:

- $A^{n}$ approaches a certain matrix (called the stable matrix of $A$ ) as $n$ gets large.
- For any initial distribution []$_{0}, A^{n}[]_{0}=[]_{n}$ approaches a certain distribution called the stable distribution.
- All columns of the stable matrix equal the stable distribution (and hence are all equal).
- The stable distribution $X$ satisfies the system of linear equations given by $A X=X$ and the sum of the entries of $X$ is equal to 1 .
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The last statement is true since if $X$ is the stable distribution then $A^{n} X$ approaches $X$. Hence $A^{n+1} X$ approaches $A X$ and also $X$. Hence $A X=X$.
The last statement lets us find the stable distribution and hence the stable matrix.
Problem: Find the stable distribution and stable matrix of
$A=\left[\begin{array}{ll}.6 & .2 \\ .4 & .8\end{array}\right]$
Problem Do the taxi example.
Problem Abby, Bob, and Chuck are tossing a ball to each other. When Abby has the ball she throws it to Bob $\frac{1}{4}$ of the time and to Chuck $\frac{3}{4}$ of the time. When Bob has the ball he throws it to Abby $\frac{1}{2}$ of the time and to Chuck $\frac{1}{2}$ of the time. When Chuck has the ball he throws it to Abby $\frac{3}{4}$ of the time and to Bob $\frac{1}{4}$ of the time. In the long run, what percentage of the time does each player get the ball?
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## Absorbing States

A state is absorbing if once there you stay there.

$$
A=\left[\begin{array}{llll}
.5 & .1 & 0 & .5 \\
0 & .2 & 0 & .2 \\
.5 & .3 & 1 & .2 \\
0 & .4 & 0 & .1
\end{array}\right]
$$

is a Stochastic matrix where the third state is absorbing.
Consider the Stochastic matrix:

$$
A=\left[\begin{array}{llll}
1 & .1 & 0 & 0 \\
0 & .2 & 0 & 1 \\
0 & .3 & 1 & 0 \\
0 & .4 & 0 & 0
\end{array}\right]
$$

What are the absorbing states?
State 1 is, state 2 is not, state 3 is, state 4 is not.
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## Absorbing Stochastic Matrices

Definition: An Absorbing stochastic matrix is a Stochastic matrix that satisfies:

- 1) There is at least one absorbing state.
- 2) From any state you can get to an absorbing state directly or through one or more intermediate states.
Check the two examples above. Yes to both.
Consider

$$
A=\left[\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Nope!
It turns out that if $A$ is an absorbing stochastic matrix then $A^{n}$ also settles down to a limit called the Stable matrix. To analyze this, first reorder your states so that the absorbing ones come first.
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## Absorbing Stochastic Matrices

A takes the form:

$$
A=\left[\begin{array}{ll}
I & S \\
0 & R
\end{array}\right]
$$

Here $I$ is the $k \times k$ identity matrix where $k$ is the number of absorbing states. $S$ is a $k \times(n-k)$ matrix 0 is an $(n-k) \times k$ matrix of zeros, and $R$ is an $(n-k) \times(n-k)$ matrix.
Our second example (after switching second and third states) becomes:

$$
A=\left[\begin{array}{llll}
1 & 0 & 1 & 0 \\
0 & 1 & .3 & 0 \\
0 & 0 & .2 & 1 \\
0 & 0 & .4 & 0
\end{array}\right]
$$

## Absorbing Stochastic Matrices

Problem: In a new voting scheme each voter can go to the polls many times. At the poll they can listen to arguments for and against the two candidates. They can choose during any visit to cast a vote (which they can not now change). Over time it is discovered that during a visit to the polls an Undecided voter decides to vote for candidate $A 20 \%$ of the time, for candidate $B$ $30 \%$ of the time, and stays Undecided $50 \%$ of the time.
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Notice that for absorbing matrices the long term trend depends on the initial state!
Example Try the initial states $\left[\begin{array}{l}.4 \\ .4 \\ .2\end{array}\right]$ and $\left[\begin{array}{l}.2 \\ .3 \\ .5\end{array}\right]$.
No mater what the initial states the long term trend sends all objects to the absorbing states.
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## Absorbing Stochastic Matrices

There is a general way to compute the Stable matrix. If

$$
A=\left[\begin{array}{ll}
I & S \\
0 & R
\end{array}\right]
$$

Then the stable matrix $A^{\infty}$ is

$$
A^{\infty}=\left[\begin{array}{cc}
I & S(I-R)^{-1} \\
0 & 0
\end{array}\right]
$$

Problem: let $A=\left[\begin{array}{lll}1 & 0 & .2 \\ 0 & 1 & .4 \\ 0 & 0 & .4\end{array}\right]$ and $B=\left[\begin{array}{lll}1 & 0 & .6 \\ 0 & 1 & .2 \\ 0 & 0 & .2\end{array}\right]$. Find the
stable matrices.
What about our previous example:

$$
A=\left[\begin{array}{cccc}
1 & 0 & 1 & 0 \\
0 & 1 & .3 & 0 \\
0 & 0 & .2 & 1 \\
0 & 0 & .4 & 0
\end{array}\right]
$$

END OF COURSE - GOOD LUCK ON THE FINAL!!!

